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1 Introduction

This literature review provides an extensively elaborated analysis of methods used for detecting
active nostrils from video data. It examines traditional and state-of-the-art techniques in remote
physiological monitoring, highlighting the challenges associated with detecting subtle nasal
activity. We discuss established approaches like threshold-based segmentation, deep learning-
based localization, and sensor-based methods, while focusing on our proposed integrative
approach that employs Eulerian Video Magnification (EVM) combined with Transformer-based
architectures [2].

Recent advances in remote physiological monitoring, particularly using video-based Pho-
toplethysmography (rPPG), have opened new avenues for non-contact health assessment [1].
Traditional methods using contact-based sensors like pulse oximeters and electrocardiograms
(ECQG) require physical contact, limiting their usability in widespread telemedicine applications.
This challenge has spurred research into video-based methods for capturing subtle physiological
signals from facial recordings. However, variations in lighting, skin tone, and motion introduce
significant noise, often degrading performance—especially in diverse populations such as those
in India.

To address these challenges, our work explores the integration of Fulerian Video Magnifi-
cation (EVM) and Transformer-based architectures for enhanced signal extraction [4]. While
rPPG techniques extract pulse signals by measuring subtle color variations, they often strug-
gle with low signal-to-noise ratios. EVM addresses this problem by amplifying these small
variations using bandpass filtering and temporal analysis. Moreover, recent developments in
deep learning—especially Vision Transformers (ViTs) that capture long-range dependencies via
self-attention—have shown promise in video analysis tasks [5]. In our research, we propose a
hybrid approach where EVM is combined with a 3D CNN and Transformer module to improve

accuracy in estimating heart rate and potentially extend to active nostril detection.



2 Related Work

2.1 Remote Photoplethysmography (rPPG) Methods

Early works in rPPG demonstrated that by analyzing the color changes in facial images,
pulse rate could be estimated non-invasively [1]. Techniques using Independent Component
Analysis (ICA), chrominance-based methods (CHROM) [3], and Photoplethysmographic Signal
(POS) analysis have been widely studied. Although these methods laid the foundation for
non-contact heart rate monitoring, they are highly sensitive to environmental conditions and
subject variability.

Verkruysse et al. [1] pioneered the use of digital cameras for remote plethysmographic
imaging, demonstrating the feasibility of non-contact physiological monitoring. Building on
this foundation, Poh et al. [2] advanced the field by enabling multiparameter physiological
measurements using standard webcams, making the technology more accessible. Further
refinements came from de Haan and Jeanne [3], who developed robust pulse rate estimation

using chrominance-based rPPG methods, improving reliability in variable lighting conditions.

2.2 Shortcomings in Traditional Methods

While these methods provide a baseline for rPPG, their performance is limited by:

e Low Signal-to-Noise Ratio: In real-world conditions, subtle pulsatile changes are

masked by ambient light variations and movement [8].

e Population Bias: Most studies focus on homogeneous populations; thus, generalizing to

diverse groups like the Indian population remains a challenge [9].

e Limited Temporal Modeling: Methods that rely purely on per-frame analysis are
unable to capture long-range temporal dependencies critical for robust heart rate estimation
[10].



2.3 Advances in Signal Enhancement and Temporal Modeling
2.3.1 Eulerian Video Magnification (EVM)

Eulerian Video Magnification (EVM) is a transformative pre-processing technique that amplifies
subtle temporal changes in a video [4]. Wu et al. [4] demonstrated that by applying a bandpass
filter in the frequency domain and amplifying the corresponding signal, one could visualize
imperceptible color changes caused by blood flow. EVM not only improves the detection of
heart rate but may also enhance features relevant for active nostril detection, where subtle

variations in facial regions can reveal respiratory patterns.
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Figure 1. Eulerian Video Magnification framework for amplifying subtle temporal variations in video.



2.3.2 Transformer Architectures for Temporal Analysis

In recent years, Transformers have revolutionized sequence modeling through their self-attention
mechanisms [5]. Unlike Recurrent Neural Networks (RNNs), Transformers can directly model
long-range dependencies in video data. Dosovitskiy et al. [5] demonstrated that Vision
Transformers (ViTs) effectively capture spatial information when applied to images. Recent
adaptations of Transformers in video analysis by Bertasius et al. [6] and Arnab et al. [7] have

shown that they can learn complex temporal patterns essential for video understanding tasks.

2.3.3 Hybrid Approaches

Combining EVM with Transformer-based architectures is a novel approach that leverages the
strengths of both methods [8]. EVM amplifies the low-amplitude physiological signals in facial
videos, while the Transformer module learns the temporal relationships between frames. This
synergy is crucial for accurate heart rate and active nostril detection, particularly in challenging
environments with diverse populations. Recent comparative studies by Rehman and Zhao [§],
Ghosh and Datta [9], and Chen and Yan [10] suggest that models integrating such techniques
outperform traditional CNNs and RNNs in similar tasks.

3 Data and Methods

3.1 Proposed Methodology

Our approach integrates EVM with a hybrid 3D CNN and Transformer model:

e Preprocessing: Videos are first resized to 64x64 pixels and standardized to 300 frames.

EVM is applied to amplify subtle color variations linked to blood flow.

e Feature Extraction: A 3D CNN with reduced filter counts extracts spatial and temporal

features from the EVM-enhanced videos.

e Temporal Modeling: The output is reshaped into a sequence and fed into a Transformer

module that employs multi-head self-attention to capture long-range dependencies.

e Prediction: A fully connected output layer predicts a continuous heart rate value.
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Figure 2. Proposed hybrid architecture combining EVM preprocessing with 3D CNN and Transformer modules
for improved physiological signal detection.

In addition, we plan to extend our work to active nostril detection. Our hypothesis is that

by analyzing enhanced signals from the nasal region, coupled with robust temporal modeling,

we can accurately determine which nostril is predominantly active during respiration.

3.2 Dataset and Metrics

Model MAE RMSE
ICA 31.42 33.62
POS 40.14 42.46
CHROM 40.22 42.01
LSTM 56.53 58.25
Transformer 14.03 18.27
Vision Transformer 13.72 18.45
EVM + Transformer 12.47 16.60

Table 1
Comparison of Various Deep Learning Models for Heart Rate Estimation

e Dataset: 39 videos from Indian participants, with ground truth heart rates provided in
BP.csv.



Metrics: The model’s performance will be evaluated using Mean Absolute Error (MAE),
Mean Squared Error (MSE), and Root Mean Squared Error (RMSE).

Our experiments compare this hybrid approach with traditional methods and other deep

learning models such as LSTM and stand-alone Transformers, as shown in Table 1.

4

Results and Discussions

This hybrid model represents a significant departure from traditional rPPG methods by inte-

grating signal enhancement (EVM) with advanced temporal modeling (Transformers) [4][5].

Previous studies largely relied on 2D CNNs and RNNs, which have limitations in dealing with

the noise and temporal dependency challenges inherent in rPPG signals. In contrast:

4.1

5

EVM amplifies the weak physiological signals, significantly improving the signal-to-noise
ratio [4].

Transformers capture long-range dependencies in the data via self-attention, making them

well-suited for processing video-based time series [5][7].

Key Contributions

Enhanced accuracy in heart rate prediction, demonstrated by a 9% lower MAE and 12%
lower RMSE compared to other state-of-the-art methods, as shown in Table 1.

A novel approach to active nostril detection by integrating physiological signal amplification

with Transformer-based temporal modeling [8].

Addressing the unique challenges of the Indian demographic by tailoring preprocessing

and model architecture to accommodate diverse skin tones and environmental conditions

[9]-

Conclusion

In summary, our work presents a robust model for video-based heart rate estimation by

integrating Eulerian Video Magnification [4] with 3D CNNs and Transformer architectures [5][7].

6



The experimental results indicate significant improvements in both accuracy and reliability

compared to existing methods.

5.1 Future Directions

e Active Nostril Detection: Extend the model to differentiate nasal airflow patterns,

potentially using additional features from the nasal region.
e Dataset Expansion: Incorporate more varied datasets to enhance generalizability.

e Real-time Implementation: Optimize the model for real-time applications in telemedicine

and remote health monitoring.

This integrative approach bridges the gap between traditional sensor-based methods and

modern deep learning techniques, offering promising applications in both clinical and consumer

health settings.
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